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The Department of Computer Science and Application at Atal Bihari Vajpayee

Vishwavidyalaya, Bilaspur (C.G.), took a significant step towards advancing the technical skills
of its students by organizing a comprehensive one-week online student development program on
Machine Learning with Python from September 30 to October 5, 2024. This initiative was
made possible through a collaboration with the E & ICT Academy, IIT Kanpur, and received
additional support from the IEEE Chapter. The primary aim of the program was to enhance
students' understanding of key machine learning concepts and to equip them with practical skills
necessary for programming various machine learning algorithms using Python.

The program was overseen by Dr. H.S. Hota, the Head of the Department, serving as the
Program Convenor, and Dr. Shriya Sahu, Assistant Professor, who acted as the Co-ordinator.
Their leadership was instrumental in ensuring that the program ran smoothly and that participants
received a high-quality learning experience. Each day of the program was meticulously planned
to cover a specific set of topics within the vast field of machine learning. The schedule included
interactive sessions that introduced students to the fundamental principles of machine learning,
followed by focused discussions on various algorithms and their practical applications.

The first day of the program kicked off with an introduction to machine learning and an
overview of Python programming. Participants were guided through the essentials of Python,
which is widely regarded as the primary programming language for machine learning due to its
simplicity and the powerful libraries it offers. This foundational knowledge prepared students for
the more advanced topics that would follow.

On the second day, the focus shifted to linear regression, a fundamental algorithm that
lays the groundwork for understanding more complex models. Students were engaged in both
theoretical discussions and practical exercises, which helped them grasp how linear regression
can be used for predictive analysis.

The third day introduced logistic regression and support vector machines (SVM).
These topics were crucial as they represent the transition from linear models to more complex
algorithms capable of handling classification problems. Students were encouraged to participate

actively, solving problems and writing code to reinforce their understanding.
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The fourth day delved into decision trees, a versatile machine learning technique that is

easy to interpret and can be applied to both classification and regression tasks. The hands-on
sessions allowed students to build decision trees from scratch, enhancing their programming and
analytical skills.

The fifth day was dedicated to neural networks and the backpropagation algorithm, which
are at the core of modern machine learning applications, particularly in deep learning. The
students learned about the architecture of neural networks and how backpropagation works to
optimize model parameters, further enriching their understanding of complex machine learning
systems.

On the final day, participants engaged in project work, where they applied the knowledge
and skills they had acquired throughout the week. This culminated in a Q&A session, allowing
students to clarify doubts and discuss their projects with the instructors.

The feedback received from participants was overwhelmingly positive, with many
expressing their gratitude for the opportunity to learn from esteemed faculty members and
industry experts. Students appreciated the interactive nature of the sessions, which facilitated
better understanding and engagement with the material. The program not only successfully met
its objectives but also fostered a deep interest in data science and machine learning among the
participants.

In conclusion, the one-week online student development program on Machine Learning
with Python represented a significant investment in the future of students at Atal Bihari Vajpayee
Vishwavidyalaya. It provided a comprehensive overview of machine learning concepts and
equipped students with practical programming skills necessary to excel in the rapidly evolving
field of data science. The collaboration between the Department of Computer Science and
Application, IIT Kanpur, and the IEEE Chapter proved to be a successful model for enhancing
technical education, and it paved the way for future initiatives aimed at empowering students in
advanced technology fields. The program not only enriched the participants' knowledge but also

fostered a vibrant learning community that is essential for growth in the tech industry.
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S.NO. | NAME CLASS
1 | Aanchal Dewangan MCA-III Semester
2 | Abhishek Kamal M.Sc.(CS) - III Semester
3 | Abhishek Kesharwani MCA-III Semester
4 | Akanksha Gautam MCA-III Semester
5 | Akanksha Singaur MCA-III Semester
6 | Akhil Mishra B.Sc.(CS) - V Semester
7 | Aman Kaiwart B.Sc.(CS) - V Semester
8 | Anjali Khargvanshi MCA-III Semester
9 | Anjali Tomar B.Sc.(CS) - V Semester
10 | Anjani Kashyap MCA-III Semester
11 | Avinash Tiwari MCA-III Semester
12 | Ayush Jaiswal B.Sc.(CS) - V Semester
13 | Bhushan Kumar Kashyap Research Schlor
14 | Bhuwan Singh Karsh MCA-III Semester
15 | Deepshikha Dahire MCA-III Semester
16 | Devlal Patel M.Sc.(CS) - III Semester
17 | Dhaneshwar Suryavanshi Research Schlor
18 | Dimpal Patel B.Sc.(CS) - V Semester
19 | Disha Chandel B.Sc.(CS) - V Semester
20 | Geetanjali Soni MCA-III Semester
21 | Kamal Gavel Research Schlor
22 | Khushi Dewangan MCA-III Semester
23 | Kriparam Kanwar MCA-III Semester
24 | Kuldeep Sahu MCA-III Semester
25 | Lema Dewangan M.Sc.(CS) - IIl Semester
26 | Lokeshwar Kashyap B.Sc.(CS) - V Semester
27 | Luv Kumar Sahu B.Sc.(CS) - V Semester
28 | Neda Khan Khokhar MCA-III Semester
29 | Nisha Kumbhkar MCA-III Semester




30 | Nitesh Dinkar MCA-III Semester

31 | Nitesh Garhewal B.Sc.(CS) - V Semester
32 | Novesh Chandra B.Sc.(CS) - V Semester
33 | Nupur Shukla B.Sc.(CS) - V Semester
34 | Pinky Patel MCA-III Semester

35 | Pooja Kaiwart MCA-III Semester

36 | Poonam Kesharwani MCA-III Semester

37 | Priti Kashyap MCA-III Semester

38 | Pushpalata Sahu MCA-III Semester

39 | Puspesh Kashyap Research Schlor

40 | Putul Kumari M.Sc.(CS) - III Semester
41 | Rameshwar Joshi M.Sc.(CS) - IIT Semester
42 | Ravindra Kumar Shriwas MCA-III Semester

43 | Rohit Singh Thakur MCA-III Semester

44 | Saransh Singh B.Sc.(CS) - V Semester
45 | Saumya Dewangan MCA-III Semester

46 | Shiva Kumar Kewat MCA-III Semester

47 | Shivangi Pandey MCA-III Semester

48 | Shivangi Pathak MCA-III Semester

49 | Shriti Dansena MCA-III Semester

50 | Sumit Soni B.Sc.(CS) - V Semester
51 | Sumita Samanta MCA-III Semester

52 | Suprit Banerjee MCA-III Semester

53 | Svejal Gupta MCA-III Semester

54 | Swapnil Pandey MCA-III Semester

55 | Tanisha MCA-III Semester

56 | Tanu Bharti MCA-III Semester

57 | Tanya Gupta M.Sc.(CS) - III Semester
58 | Tumesh MCA-III Semester

59 | Vasudev M.Sc.(CS) - III Semester




